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Object detection is an essential field within computer 

vision, focusing on identifying objects' presence and 

category within image or video data. The significance of 

this issue is paramount in numerous domains that directly 

impact people's lives, including autonomous driving, 

healthcare systems, and security monitoring. In contrast to 

traditional methodologies employed for object detection, 

deep learning-based algorithms have demonstrated 

substantial progress in computational efficiency and 

precision in recent years. This study aims to provide a 

comprehensive review of object detection by methodically 

employing deep learning to facilitate a comprehensive and 

in-depth comprehension of the fundamental principles in 

this field. The discussion has encompassed various 

subjects, such as the obstacles and complexities associated 

with object detection and the traditional and deep learning 

detectors. The detection of objects within images and 

videos, the real-time detection of objects, detection of 3D 

objects, commonly used datasets, and the metrics 

employed for evaluating object detection performance. 

This study will likely yield scientific benefits for 

academics working in the field of object detection and 

deep learning. 

K e y w o r d s :  

Object Detection, Deep Learning,  

Traditional Detectors, Image Object 

Detection. 

 

1. Introduction 

Object detection stands as a critical pillar in the domain of computer vision, encompassing the 

pivotal goal of not only recognizing but also precisely locating instances belonging to a specific class 

of visual objects within the intricate landscape of digital images. As a central challenge in computer 

vision, object detection doesn't merely fulfill a singular role but acts as the foundational bedrock for 

addressing a spectrum of advanced visual tasks. These tasks span a wide array of complexities, 

including but not limited to object tracking, segmentation, image captioning, scene understanding, 

activity recognition, and event detection [1].The exploration of object detection is not confined to the 

academic realm; it extends its reach into the pragmatic domains of real-world applications. These 

applications are as diverse as the challenges they seek to address, ranging from the precision demands 

of autonomous driving and the nuanced intricacies of robotic vision to the vigilant oversight in security 
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monitoring, the insightful analysis in drone scene examination, and the comprehensive surveillance 

required in transportation systems [2]. The existing literature on object detection could be categorized 

into three distinct groups, as elucidated subsequently. Figure 1. illustrates the fundamental 

differentiation between them: 

 

1. Object Detection (OD): At the forefront of these categorizations is Object Detection, an endeavour 

focused on the identification of objects with an emphasis on their location, devoid of consideration 

for their class category. Within the realm of OD, algorithms are strategically designed to generate a 

multitude of region proposals within an image. The subsequent selection process involves choosing 

optimal candidates based on predefined criteria [2]. Pioneering techniques like R-CNN [3] and its 

derivatives showcase the efficacy of OD in various visual recognition tasks. 

 

2. Salient Object Detection (SOD): A unique facet within this classification is Salient Object 

Detection (SOD). Drawing inspiration from the intricacies of human attention mechanisms, SOD 

methods aspire to recognize and localize objects that stand out within an image or video. The 

emphasis here is not on the identity of objects but on their visual prominence. SOD plays a pivotal 

role in applications where highlighting visually significant regions is paramount, such as computer 

graphics, image understanding, robot navigation, and video comprehension [4]. Cutting-edge 

models, including Deep Saliency and SALICON [5], showcase the prowess of SOD in capturing and 

accentuating salient elements. 

 

3. Category-specific Object Detection (COD): Distinguishing itself within this tripartite 

categorization is Category-specific Object Detection (COD). COD goes beyond the realm of mere 

identification by not only detecting multiple objects but also specifying their class categories within 

the image or video. This dual focus on object presence and categorization is pivotal for applications 

where a nuanced understanding of both elements is crucial. Techniques like You Only Look Once 

(YOLO) [6] and SSD (Single Shot multi-box Detector) [7] exemplify the efficiency and accuracy 

achievable through COD methodologies [2]. 

This three-part classification doesn't just help categorize various object detection methods, but it 

also gives researchers and practitioners a comprehensive framework to handle the complexities 

involved in visual recognition tasks. The careful arrangement of these categories sets the stage for 

progress in computer vision, offering the potential for a better grasp and use of visual data in many 

applications. 

 

Fig. 1. Visual representation of the three possible object detection directions [2]. 

(a) OD: Object Detection, (b) SOD: Salient Object Detection, (c) COD: Category-specific Object 

Detection. 
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This study thoroughly explores object detection methods that leverage deep learning. The article 

delivers a detailed summary of the recent developments in object detection and computer vision, 

intending to provide researchers with substantial information given the swift advancements in this 

domain. The key contributions of this paper can be summarized as follows: 

• This article summarized relevant literature on object detection utilizing deep learning approaches. 

• A compilation of the data sets that are publicly available for object detection have been summarized. 

• More over this paper differs from previous object detection surveys by presenting the different types 

of images used to detect objects based on deep learning. 

The subsequent sections of the research are structured as follows. Section 2 pertains to relevant 

surveys on object detection, while Section 3 outlines the obstacles and complexities encountered in 

object detection. Section 4 elucidates conventional techniques and juxtaposes them with deep learning 

methodologies. Section 5 and Section 6 of the study concentrate on the identification of objects utilizing 

Remote Sensing Images (RSI), Synthetic Aperture Radar (SAR) images, and images obtained from 

drones and Unmanned Aerial Vehicles (UAV). Sections 7 and 8 elucidate the concept of object 

detection utilizing video data rather than static images and the implementation of real-time detection. 

Section 9 elucidates the identification of three-dimensional objects and their respective classifications, 

while Section 10 expounds upon prevalent datasets and assessment criteria. 

2. Related Object Detection surveys 

Over the past few years, there has been a notable increase in the number of published reviews 

concerning object detection, as can be shown in Table 1. Most of these studies focus on applying deep 

learning for broad object detection. Recent years have seen a proliferation of assessments concentrate 

not on a particular object or application but on object detection in general. However, the reviews 

summarized in this paper date back to the previous four years. 

Table 1. Overview of corresponding surveys on object detection in the last four years. 

References Year Content 

[2] 2019 
A survey of describing and analyzing object detection-based deep 

learning and reviewing the typical detection models. 

[8] 2019 
This survey reviews 400+ papers(from 1999 to 2019) of object 

detection. 

[9] 2019 
Comprehensive and accessible presentation of recent advancements 

in object detection utilizing deep learning. 

[10] 2019 
A review of convolutional neural networks models and applications 

to object detection. 

[11] 2019 
A detailed assessment of current improvements in visual object 

detection-based deep learning. 

[4] 2020 
Introduction of traditional and deep convolutional neural networks 

object detection algorithms. 

[12] 2020 
This survey encompasses approximately 300 recent publications on 

visual object detection. 

[13] 2021 
This paper reviews recent advances in deep learning-based object 

detectors. 

[14] 2021 
This survey examines the most recent advancements in object 

detection and briefly introduces the literature reviews. 

[15] 2022 

This study covers the current advancements in remote sensing object 

detection technologies, including classical and deep learning 

approaches. 

[16] 2022 

This paper presents an extensive analysis of existing literature that 

explicitly examines object detection. 
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3. Object Detection Difficulties and Challenges 

The field of object detection for practical applications encounters numerous problems and 

complexities that have a direct impact on the accuracy and efficiency of the detection procedure. Among 

the fundamental challenges that exist are: 

• Dense Occlusion The issue of dense occlusion is a common occurrence in various practical 

application settings such as pedestrian detection and autonomous driving. The phenomenon can be 

categorized into two scenarios: occlusion occurring between objects belonging to the same category, 

and occlusion occurring between objects belonging to distinct categories. The occurrence of 

occlusion can lead to the loss of object information, resulting in the potential for missed or 

inaccurate detection. Researchers can employ the new item information in typical object detection 

methods. To tackle the dense occlusion problem, use grey information, boundary information, and 

local characteristics [4]. 

• Intra-Class Variation The intra-class variance among variants of the same object is, by definition, 

somewhat constant. This variation may be attributable to a number of factors, including illumination, 

position, occlusion, and viewpoint, among others. These unrestricted exteriors can significantly 

alter the aspect of the object. The objects are anticipated to have non-rigid deformation or to be 

rotated, scaled, or fuzzy. Some objects may be surrounded by unobtrusive surroundings, making 

extraction challenging [12, 16]. 

• Class Imbalance Class imbalance contributes to the diminished accuracy observed in one-stage 

object detection compared to two-stage object detection. Utilizing the two-stage object detection 

zone concept has effectively mitigated the class imbalance issue. The class consists of challenging 

positive examples, challenging negative examples, straightforward positive examples, and 

straightforward negative instances. The quantity of difficult instances is smaller than that of 

straightforward ones. OHEM, Focal Loss, CC-Net, and RON are representative solutions for 

overcoming this problem [4]. 

• Efficiency Challenge The efficiency problems arise due to the requirement of localizing and 

recognizing objects, whereby the computing complexity escalates with the possibility of a 

substantial number of item categories and an extensive range of locations and scales inside a 

singular image. In order to provide accurate detection results, contemporary models require a 

substantial allocation of computer resources. Given the widespread use of mobile and peripheral 

devices, efficient object detectors are crucial in advancing computer vision [12, 16]. 

• Multi-scale object detection poses significant challenges in the domain of object detection. A typical 

hierarchical structure is the convolutional neural network. Each layer outlines the image's feature 

map, and the semantic information conveyed by the maps of the feature differs. Based on DCNNs, 

this property by itself specifies the method for detecting multi-scale objects. The RCNN and YOLO, 

for instance, only serve the classification of objects as well as the bounding-box regression on the 

final layer of feature maps. This results in a significant loss of representation information of object 

features, which is plainly detrimental to the recognition of multi-scale objects. YOLO, for instance, 

lacks robustness in detecting small objects because it fails to capture the properties of small objects 

in the last convolutional layer [4]. 

• Small object detection Due to indistinguishable characteristics, low resolution, complex 

backgrounds, limited context information, and so forth, small objects are challenging to detect [18]. 

In recent years, the notable achievements of deep learning methodologies have revitalized the field 

of small object detection, moving it to the vanguard of research attention. Small object detection 

has been extensively employed in academic research and practical scenarios, including domains 

such as robot vision, autonomous driving, intelligent transportation, drone scene analysis, military 

reconnaissance, and surveillance [19]. Several conventional detection techniques, such as Faster 

RCNN, YOLO, and SSD, have limitations in effectively recognizing small objects [4]. 

4. Traditional detectors vs. deep learning detectors 

Deep learning (DL) is a state-of-the-art methodology utilized for extracting highly accurate features 

from images and analyzing data, resulting in remarkable outcomes and capabilities. The phrase "deep 
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learning" denotes a category of machine learning techniques. This addition enhances the complexity of 

the model [20]. Recently, significant advancements have been witnessed in deep learning across many 

domains, encompassing speech recognition, stock market prediction, video surveillance, weather 

forecasting, and object detection [17- 20]. Modern object detectors typically use deep learning networks 

as their detection network and backbone to extract features from input images (or videos), classify 

objects, and locate them [2], as shown in Fig. 2. 

 

 
Fig. 2. Comparison of object detection based classic machine learning methods and deep learning 

approaches. 

 

 

In the traditional machine learning approach, object detection is regarded as a classification problem. 

The model initially scans an image to identify potential regions containing objects and then extracts 

various features such as histogram of gradients (HOG), bag of words (BoW), texture, contextual, and 

other relevant information from these regions. Subsequently, it employs a separate classifier to 

differentiate between several item types in order to ascertain the presence of objects within the sub-

region. Due to limitations such as the inability to train the feature extractor and classifier seamlessly, 

significant computing burden, and an imprecise positioning function, the machine learning approach 

has been progressively substituted by deep learning (DL), and its utilization is gradually discontinued 

[15].The evolution to state-of-the-art approaches, particularly those using deep learning, marks a 

significant shift. Unlike traditional detectors, modern ones leveraging deep learning networks can 

automatically learn intricate features from data, leading to more accurate and flexible detection. The 

deep learning-based detectors excel in handling complex patterns and variations in images, providing a 

notable improvement in object detection performance compared to their traditional counterparts. This 

shift towards deep learning signifies a paradigmatic advancement in the field of object detection [15].  

Deep learning-based object detection approaches can be categorized into two types: two-stage detectors 

and one-stage detectors [23]. The two-stage detectors employ a two-step process to identify items within 

an image. These detectors frequently yield cutting-edge outcomes or exceptional precision on existing 

datasets. However, these detectors demonstrate a slower inference speed than one-stage detectors [24]. 

Region-based Convolutional Neural Network (R-CNN) [3]  and Fast Region-based Convolutional 

Neural Network (Fast R-CNN) [25] are the most famous two-stage algorithms. The one-stage detector 

is primarily used in real-time object identification and offers significantly faster results compared to 

two-stage detectors [16]. YOLO [6]  and SSD [7] are the most famous one-stage algorithms. Figure 2 

shows a comparison between classic machine learning and deep learning detectors. For more details, 

Table 2 states the key differences between traditional and state-of-the-art object detectors. 
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Table 2. Comparison of traditional and deep learning detectors  

Aspect Traditional Approach Detector 

State-of-the-Art Approach 

Detector 

(Deep Learning) 

Feature 

Extraction 
Manual selection of features 

Automatic feature learning from 

data 

Model 

Complexity 
Simple models with limited layers 

Complex models with deep neural 

networks 

Adaptability 
Limited adaptability to varied 

tasks 

High adaptability to diverse 

challenges 

Performance May plateau on complex datasets 
Superior accuracy and handling 

complexity 

Data 

Requirements 
Relies on predefined features 

Can learn from less data but 

benefits from large datasets 

Training 

Process 

Manual tuning and feature 

engineering 

End-to-end training with automated 

feature learning 

Flexibility 
Limited flexibility in handling 

varied tasks 

Highly flexible, excelling in diverse 

applications 

 

5. Image object detection 

The image serves as the foundational component in the object detection process across images that 

differ in size and resolution. Image object detection has consistently posed a complex issue in the 

domain of computer vision, garnering significant research interest. Due to the advancements in deep 

convolutional neural networks and the increased speed of GPU processing, image object detection 

technology has experienced fast growth [14]. Obtaining images for the detection process can be 

accomplished by accessing numerous datasets that are accessible online. Some of these datasets have 

been previously addressed in this research. Object detection primarily involves the analysis of two types 

of images: 

 

5.1 Remote Sensing Images (RSIs)  

RSIs images are generated by capturing information about a target object using sensors located on 

distant platforms. This data is obtained via electromagnetic waves that are reflected, transmitted, or 

scattered [27]. Remote sensing images have been increasingly crucial since a decade ago, with object 

detection being a critical task that has direct relevance to a wide range of applications, such as mapping 

natural resources, analyzing crop harvests, managing disasters, planning traffic, and aiding navigation. 

Remote sensing images encompass a wide range of items of interest, varying in size from small to 

enormous. Hence, the problem of detecting objects in remote sensing images is complex since it 

involves many scales. However, recent advancements in deep learning have resulted in significant 

progress in the recognition and localization of objects [26]. 

 

5.2 Synthetic Aperture Radar (SAR) images 

 SAR images are exact images of a vast expanse of the Earth's surface, obtained using a specialized 

form of radar known as SAR [27]. SAR image-based object detection is crucial for land surveillance, 

military information gathering, and marine management [28]. 

Object detection is an essential issue in the realm of SAR image interpretation. Its objective is to 

locate and identify targets of interest from SAR imaging precisely. Extensive research has been 

conducted on this topic for many years. With the swift advancement of SAR imaging techniques, 

accessing high-resolution SAR images has become more accessible, thus providing more excellent 

research opportunities for complex SAR target detection tasks [29]. 
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6. Drone and UAVs (Unmanned Aerial Vehicles) Captured Images 

Drones have recently experienced significant growth and are projected to be integrated into 

numerous industries in the future, offering substantial benefits. Affordable drone photography 

technology, specifically, can assist local businesses and researchers in investigating cultural heritage 

areas along the coastline [30]. Object detection methods are extensively utilized in practical applications 

such as plant conservation, wildlife safeguarding, and urban surveillance, using scenes filmed by drones. 

Directly applying past models to the task of detecting items in drone-captured scenes has three notable 

disadvantages. The object scale varies significantly as a result of fluctuations in drone flight height. 

Furthermore, things with high density in drone-captured photographs can cause occlusion between other 

objects. Furthermore, as a result of the vast expanse covered, drone-captured images consistently exhibit 

intricate geographical features [31]. Due to the growing demand for autonomous cars in various terrains, 

computer vision is making significant advancements to enable these vehicles to identify the elements 

present in their surroundings accurately. New specialized integrated hardware and software are 

regularly being produced, which enable faster processing and seamless integration with UAV systems 

[32]. See Fig. 3. 

 

 
 

Fig.  3. Drone-captured images of experimental situations [30]. 

7. Video object detection 

Video object detection includes the detection of objects in video data and is of great importance in 

video analysis. Compared to still picture object detection, video object detection is more difficult due 

to motion blur, variable viewpoints/poses, and occlusion, as shown in Fig. 4. Existing approaches used 

temporal information during video detection and outperformed static-image detectors [33]. Although 

there are proven object detection methods that work well with static images, they have two 

disadvantages when applied to frame-by-frame video data: (i) Insufficient computational efficiency 

caused by redundant information across image frames or the lack of chronological and spatial 

relationship of information between consecutive image frames, and (ii) Insufficient ability to handle 

real-world scenarios such as motion blur and occlusion  [34]. Recently, there has been an increase in 

interest in the field of object detection in videos, which is significant in a wide variety of real-world 

applications like video surveillance, automated driving, intelligent robotics, and so on [29, 31]. Video 

detection commonly utilizes image detection methods due to the similarities between the two. 

Nevertheless, when utilized on a dataset of video data, an object detection algorithm necessitates more 

stringent criteria due to the multitude of phenomena present, including motion blur, morphological 

diversity, occlusion and variations in illumination inside the video [36]. As illustrated in Fig. 4. 
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Fig. 4. An illustration of the typical difficulties connected with video object detection [33]. 

8. Real time object detection 

The primary aim of real-time object detection is to precisely determine the location of an object 

within a given image and assign it to the corresponding category [37]. In recent times, there has been a 

rise in the development of algorithms such as DCNN, RCNN, YOLO, and SSD. These algorithms have 

demonstrated exceptional performance in the domain of real-time object detection. However, the video 

surveillance sector necessitates using potent gear to employ them effectively [35]. Real-time object 

detection systems must adhere to the real-time limitations, which may vary based on the specific 

execution contexts in which they operate. Given the widespread adoption of these systems in real-time 

situations, it is imperative to ensure that time limitations are not overlooked, as failure to do so could 

potentially result in catastrophic events such as collisions. Therefore, these systems must be capable of 

promptly detecting objects within a particular period. The time limit could differ depending on the 

actual execution conditions [38]. 

9. 3D object detection 

It is customary to depict 3D objects as 3D boxes in point-cloud representations. The present 

depiction emulates the extensively researched technique of image-based 2D bounding-box detection, 

although with the inclusion of supplementary complexities [39]. Detecting three-dimensional objects in 

point clouds is critical in various practical domains, including autonomous driving and augmented 

reality [35, 37], as shown in Fig. 5. In contrast to the extensively researched 2D detection problem, the 

task of 3D detection on point-clouds presents a range of intriguing obstacles: 

• The point-clouds exhibit sparsity, with many 3D objects lacking measurements.  

• The output obtained is a three-dimensional box frequently needing proper alignment with a global 

coordinate frame. 

• 3D objects exhibit diverse dimensions, forms, and proportions. For instance, in traffic, bicycles tend 

to have a nearly planar shape, whereas buses and limousines possess an elongated structure, and 

pedestrians typically have a taller stature [39]. 

The approaches for processing standard features in 3D detection can be classified into three 

categories depending on the type of point cloud representation utilized:  

• Voxel-based approaches: Voxel-based methodologies include partitioning irregular point clouds 

into regular voxels, subjected to sparse 3D convolutions to acquire high-dimensional features. 
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While voxel-based techniques have proven beneficial, they challenge balancing efficiency and 

accuracy. In particular, employing smaller voxels enables enhanced precision at the expense of 

increased processing burden. On the contrary, utilizing bigger voxels eliminates potential localized 

information inside the densely populated voxels [35, 36]. 

• Point-based approaches: Point-based methodologies directly utilize raw points to acquire 3D 

representations. This approach effectively addresses the limitation of turning point clouds into 

regular structures. By utilizing learning techniques for point sets, point-based systems effectively 

circumvent information caused by voxelization. These approaches also capitalize on the sparsity 

inherent in point clouds, as they solely perform computations on valid data points [35, 36]. 

Fig. 5.Visual representation of 3D object detection in autonomous driving techniques [41]. 

 

• Point-voxel-based approaches (hybrid approaches): Point-voxel-based techniques employ an 

integrated architecture that utilizes both points and voxels to facilitate the detection of 3D object 

[36 ,38].  

10. Datasets and Evaluation Criteria 

10.1. Datasets 

Datasets have been essential in the history of object detection research, serving as a means to 

measure and compare the performance of different algorithms. Additionally, they have driven the field 

towards more intricate and demanding tasks. Deep learning approaches, specifically, have recently 

achieved significant success in many image recognition challenges, with the presence of extensive 

annotated data being crucial to their achievements. Access to large numbers of images on the Internet 

enables the creation of comprehensive datasets that are able to capture immense variety and abundance 

of objects, thereby enabling object detection to achieve unprecedented levels of performance [17]. Over 

the past two decades, some well-known datasets have been made available for object detection, such as 

Caltech (Caltech-101, Caltech-256) and PASCAL VOC (e.g., VOC2007, VOC2012), ImageNet Large 

Scale Visual Recognition (e.g., ILSVRC2014), MS-COCO, and Open ImagesV5, as shown in Fig. 6. 

• Caltech dataset  

Caltech-101 dataset was proposed by Fei et al. [42]. The dataset comprises around 9144 images 

that are divided into 101 classes of objects, along with an extra class for background clutter. The number 

of photographs in classes might range from 40 to 800 images [39,40]. The Caltech-101 dataset was 

created by a methodical procedure that included choosing particular object categories, obtaining 

appropriate image samples from Google Images, and then manually reviewing and removing any 

images that did not match the intended category [45]. 
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Caltech-256 dataset [45] represents an advancement over the CalTech-101 dataset in several 

respects. Notably, the total number of images has been expanded from 9,144 to 30,607, while the lowest 

number of images per class has risen from 31 to 80. Furthermore, the CalTech-256 dataset encompasses 

more than twice the number of classes found in the CalTech-101 dataset, among other enhancements 

[44]. 

• PASCAL VOC  

The Pascal Visual Object Classes (VOC) dataset [46] serves as the primary standard benchmark for 

object detection and has been extensively utilized in this field. The PASCAL VOC dataset consists of 

20 distinct types of things [9]. This dataset exists in two different versions: 

PASCAL VOC 2007 dataset comprises a total of 9,963 images. 5,001 images are allocated for 

training and validation purposes, while the remaining 4,952 images are designated for testing. Each 

image has been tagged with the corresponding class label and accurate bounding boxes [8,10]. 

PASCAL VOC 2012 dataset is an expanded iteration of the VOC 2007 dataset, encompassing a 

comprehensive collection of 22,531 images. The train-validation dataset consists of 11,540 images, 

while the test dataset comprises 10,991 images. It is important to note that the test dataset does not 

include any publicly available ground-truth box boundaries [8,10]. 

• ImageNet 

The ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [47] was a yearly competition 

from 2010 to 2017. It emerged as a widely recognized standard for assessing the effectiveness of 

algorithms. The size of the dataset was increased to about one million images, encompassing 1000 

classes for object categorization. A total of 200 classes were carefully selected for the purpose of object 

detection. These classes encompass a collection of over 500,000 images [2,12]. The ImageNet is utilized 

for pre-training the backbone and object detection models. It is also usedto train detectors such as R-

CNN, OverFeat, and SPPnet [9]. 

• MS COCO 

The Microsoft Common Objects in Context (MS-COCO) dataset [48] is widely recognized as 

highly demanding and complex. There are 91 often encountered things in their natural environments 

that a typical 4-year-old human may readily identify. The product was introduced in 2014, and its 

popularity has grown. The dataset contains almost two million occurrences, averaging 3.5 categories 

per image. In addition, it is worth noting that the dataset in question exhibits an average of 7.7 instances 

per image, which surpasses the quantity observed in other widely used datasets. The MS COCO dataset 

includes photos captured from several perspectives [8,  10].  

• Open Images 

The Open images dataset [49] provided by Google comprises a collection of 9.2 million 

photographs. These images have been annotated with various types of information, including image-

level labels, segmentation masks and object-bounding boxes. The product was introduced to the market 

in the year 2017 and has subsequently undergone six upgrades. Open Images contains a vast collection 

of 16 million bounding boxes, encompassing 600 categories, throughout a dataset of 1.9 million photos. 

This extensive dataset establishes Open Images as the most extensive object-local resource. The 

designers of the dataset showed meticulous attention in selecting captivating, intricate, and varied 

photos, resulting in an average of 8.3 item categories per image [2, 12]. 
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Table 5.Popular datasets for object detection [12,16,41,40] 

Dataset Classes Total images Image size Size 

Caltech-101 101 9,144 300 × 200 131MB 

Caltech-256 256 30,607 300 × 200 1.2GB 

PASCAL 

VOC07 

20 9963 375 × 500 2GB 

PASCAL 

VOC12 

20 11,540 470 × 380 2GB 

ImageNet 1000 14 

million+ 

500 × 400 150GB 

MS COCO 91 328,000 640 × 480 40GB 

Open Images 6000 9 

million+ 

Varied 1.5GB 

 

 

Fig. 6. Several examples of images from: 

(a) PASCAL VOC, (b) ILSVRC,(c) MS COCO, (d) Open Images and with object annotations [17]. 

10.2. Evaluation Criteria 

Evaluation metrics are an excellent technique to determine how good the object detection algorithm 

is, the most popular metrics are: Precision, Recall, and F1 score. In recent years, Average Precision (AP) 

metric has gained significant popularity due to its derivation from precision and recall [17]. Before 

delving into the forms of metrics, let's go over some concepts they all have in common. The following 

are the most fundamental: 

• True Positive (TP): A correct detection of an existing object. 

• False Positive (FP): An incorrect detection of a non-existent object or an inaccurate detection of an 

actual thing; 

• True Negative (TN): A correct detection of non-existent object. 

• False Negative (FN): An incorrect detection of an existing object. 

In this paper, we will briefly describe some of evaluation metrics: 

 

Precision 

Precision [1] is the predicted region's percentage corresponding to the true region. The precision 

formula is given below: 



A survey study in...                                                                        J. Basrah Res. (Sci.) 50(1), 46 (2024). 

57 

 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑎𝑟𝑒𝑎 𝑖𝑛 𝑟𝑒𝑔𝑖𝑜𝑛 𝑡𝑟𝑢𝑡ℎ

𝑇𝑜𝑡𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑒𝑔𝑖𝑜𝑛 
 =

𝑇𝑃

𝑇𝑃+𝐹𝑃
                   (1) 

 

Recall (or Sensitivity) 

Recall ( Sensitivity ) [1, 46] Is the proportion of the ground-truth region that is present in the 

anticipated region. This is the formula for the recall: 
𝐺𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ 𝑎𝑟𝑒𝑎 𝑖𝑛 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑒𝑔𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ 𝑟𝑒𝑔𝑖𝑜𝑛
 = 

𝑇𝑃

𝑇𝑃+𝐹𝑁
         (2) 

F-Measure (F1-score) 

The F-measure [1] is calculated by averaging the recall and precision scores. 

Below is a mathematical explanation: 
 

2 × Precision×Recall

Precision+Recall
                                                 (3) 

Average Precision (AP) 

Average Precision [17] Is the most popular metric which resulting from precision and recall, AP is 

typically evaluated in a category-specific manner, that is, separately for each object category. The 

following formula is used to determine average precision: 

AP = ∑ (𝑅𝑛 −  𝑅𝑛−1 )𝑃𝑛𝑛                                         (4) 

Mean Average Precision (mAP) 

Mean Average Precision [17] averaged across all object categories is used as the final performance 

measure when comparing performance across all object categories. 

mAp = 
1

𝑁
∑ 𝐴𝑃𝑖

𝑁
𝑖                                                      (5) 

Accuracy 

One of the critical and standard measures used to evaluate performance. It is defined as the ratio 

between correct samples to the number of total samples [51]. 
 

AC = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                (6) 

Specificity 

Specificity = 
𝑇𝑃

𝐹𝑃+𝑇𝑁
                                            (7) 

11.  Conclusion 

Object detection is one of the essential branches within computer vision which has garnered the 

interest of numerous researchers, particularly since the advent of deep learning tools, which have 

significantly contributed to the field's advancement. This article demonstrates traditional and deep 

learning techniques for detecting objects and distinguishing between them. In addition, it provided a 

summary of all previous reviews and surveys conducted over the past four years, object detection in 

images, drone and UAVs (Unmanned Aerial Vehicles) captured images, videos, 3D object detection, 

evaluation metrics, and standard datasets. 
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 2*زينب علي خلف ،1مروة عبد المجيد حميد

 . العراق  البصرة، البصرة،  جامعة المعلومات،  تكنلوجياوقسم علوم الحاسوب، كلية علوم الحاسوب  1
 . جامعة البصرة، البصرة، العراق  ،كلية التربية للعلوم الصرفة ،علم الحاسوبقسم 2

 معلومات البحث  الملخص 

يعد اكتشاف الكائنات مجالًا أساسياا في رؤية الكمبيوتر، مع التركيز على تحديد  

وفئتها   الكائنات  ووجود  الفيديو.  أو  الصورة  بيانات  هذت ضمن  أهمية    ا كتسب 

أهمية قصوى في العديد من المجالًت التي تؤثر بشكل مباشر على    الموضوع 

والمراقبة   الصحية،  الرعاية  وأنظمة  الذاتية،  القيادة  ذلك  في  بما  الناس،  حياة 

الأمنية. وعلى النقيض من المنهجيات التقليدية المستخدمة للكشف عن الكائنات، 

ا   ا في الكفاءة والدقة  أظهرت الخوارزميات القائمة على التعلم العميق تقدما كبيرا

شاملة   مراجعة  تقديم  إلى  الدراسة  هذه  تهدف  الأخيرة.  السنوات  في  الحسابية 

الفهم    الكائناتلًكتشاف   لتسهيل  العميق  للتعلم  المنهجي  الًستخدام  خلال  من 

المناقشة   تناولت  وقد  المجال.  هذا  في  الأساسية  للمبادئ  والمتعمق  الشامل 

وأجهزة  الكائنات  ئق والتعقيدات المرتبطة باكتشاف  مواضيع مختلفة، مثل العوا

الكشف التقليدية والتعلم العميق. اكتشاف الكائنات داخل الصور ومقاطع الفيديو، 

والكشف عن الكائنات في الوقت الفعلي، والكشف عن الكائنات ثلاثية الأبعاد، 

داء اكتشاف  ومجموعات البيانات شائعة الًستخدام، والمقاييس المستخدمة لتقييم أ

الكائنات. من المرجح أن تسفر هذه الدراسة عن فوائد علمية للأكاديميين العاملين 

 في مجال اكتشاف الأشياء والتعلم العميق. 

 2023كانون الأول  11    الًستلام     

 2024شباط   4القبول          

 2024حزيران  30النشر           
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