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1. Introduction

Using Machine Learning (ML) in many fields has shown
remarkable results, especially in government data analysis,
classification, and prediction. This technology has been
applied to the National ID data (Electronic Civil Registry)
(ECR). It is used in analyzing this data and creating an e-
government project to join the National ID with three
government departments (Military, Social Welfare, and
Statistics_ Planning). The proposed system works in two
parts: Online and Offline at the same time; based on five
(ML) algorithms: Support Vector Machine (SVM), Decision
Tree (DT), K-Nearest Neighbor (KNN), Random Forest
(RF), and Naive Bayes (NB). The system offline part applies
the stages of pre-processing and classification to the ECR
and then predicts what government departments need in the
online part. The system chooses the best classification
algorithm, which shows perfect results for each government
department when online communication is made between
the department and the national ID. According to the
simulation results of the proposed system, the accuracy of
the classifications is around 100%, 99%, and 100% for the
military department by the SVM classifier, the social
welfare department by the RF classifier, and the statistics-
planning department by the SVM classifier, respectively.

Data Mining (DM) refers to extracting or mining knowledge from large amounts of data. It is also known
as Knowledge-Discovery in Databases (KDD) or Knowledge Discovery and Data Mining. It is the process
of automatically searching large volumes of data for patterns like association rules. DM applies many older
computational techniques from statistics, information retrieval, ML, and pattern recognition [1]. ML is a
technology that can handle Big Data classification for statistical or even more complex purposes such as
decision making. The use of advanced technologies of ML fits perfectly with the scope of the new generation
of government e-government [2,3]. The government is working to improve its performance through the use

of modern technology resources such as the mobile, internet, etc., It is known as e-government.

The

government strives to enhance the political and social climate, as well as to effect fundamental change in
how functions are carried out. These e-services provide better delivery of government services to citizens.
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In addition, it improves interactions with industry and business, enabling citizens' access to information
and more efficient government management. The resulting benefits can be mentioned as increased
transparency, less corruption, decreased time and effort, revenue growth, and/or cost reductions, and greater
convenience for citizens [4,5]. A classification is a form of data analysis that extracts models describing
important data classes. Such models are called classifiers which predict categorical (discrete, unordered) class
labels [6,7]. Many classification methods have been proposed by researchers in ML, like the Decision Tree
(DT) classifier [8,9] and Neural Network (NN) classifier [10,11]. In this paper, the researchers propose to
create an e-government project to join the National 1D with three government departments (Military, Social
Welfare, and Statistics_ Planning). by applying ML to five classifiers (SVM, DT, KNN, RF, and NB), using
the ECR data, and choosing the algorithm with the highest accuracy for all government departments. the
proposed system works in two parts: Online and Offline at the same time; test classifiers on the offline side
and predict with the high-accuracy classifier on the online side. ECR data were previously paper records
manually 100%. Paper records hinder the process of benefiting from their data, limited access, lack of clarity,
inability to access remote files, and the cost of storing. To increase the need for the use of this data by
government departments, it has been converted into electronic data by the National ID Law No. 3 of 2016.
The comprehensive data was generated which contains a lot of information government departments need in
their work. Where it becomes necessary to take advantage of this data

The rest of this study is structured in four sections. Within section two, the related works information is
provided since it is necessary for having a look at similar works in the similar fields of the present study,
while section three presents the researchers’ proposed method which underlies the present research. Besides,
section four includes the result and discussion, and finally, section five displays the conclusion and future
work.

2. Related Work

Several researchers analyzed and classified government data using different DM techniques and ML
algorithms. Charalampos Alexopoulos et al. [2] declare that their study contributes to this research topic by
offering a thorough examination of government usage of ML. Rajagopalan M.R al. [4] presented a model
that illustrates how big data can result in the transformation of the government by increased efficiency and
effectiveness in the e-governance service with citizen engagement in decision-making. Ebenezer Agbozoet
al. [12] provides an overview of the emergence of big data analytics of public sector e-services in governance.
Kwok Tai Chui al. [13] provided a review of the use of machine learning algorithms, optimization algorithms,
and applications in smart healthcare. Ayman Mir et al. [14] explains that built a classification model, to
classify health data and the prediction of diabetes disease by a set of algorithms such as Naive Bayes, Random
Forest, Support Vector Machine, and Simple CART algorithm. Maalim A. Aljabery et al. [15] analyzed the
data of the National Health System using data mining and ML techniques and discovered what kind of hearing
aids the patient needed. Mucahid Mustafa et al. [16] confirm that their study is utilized to evaluate the
likelihood of getting breast cancer by using health data. World Bank [17] make recommendations for moving
toward a more inclusive, trusted, and service delivery-oriented NID system. Pooja Thakar et al. [18]
introduce a comprehensive survey, Journey (2002-2014) towards the exploration of educational data and its
future scope. Mohammad Sultan et al. [19] present a comprehensive survey of the methods and techniques
of data partitioning and sampling concerning big data processing and analysis. Fadi Salo et al. [20] apply a
criterion-based approach to select 95 relevant articles from 2007 to 2017. The researchers identify 19 separate
DM techniques used for intrusion detection, and the analysis includes rich information for future research
based on the strengths and weaknesses of these techniques. Nawaf Alsrehin et al. [21] focus on traffic
management approaches based on DM and ML techniques to detect and predict traffic. Mr. Sudhir et al. [22]
presented a study of various DM classification techniques like Decision Tree, KNearest Neighbor, Support
Vector Machines, Naive Bayesian Classifiers, and Neural Networks. Abdullah H et al. [23] show that their
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research is a comparative evaluation of a variety of free DM and Knowledge Discovery tools and software
packages The results reveal that the type of dataset utilized and how the classification algorithms are
implemented inside the toolkits impact the performance of the tools for the classification job. Ivan Garcia et
al. [24] proposed using big data analytics techniques, such as Decision Trees for detecting nodes that are
likely to fail, and so avoid them when routing traffic. This can improve the survivability and performance of
networks. Muhammet Sinan et al. [25] mention that the Bank marketing data set in UCI Machine Learning
Data Set was used by creating models with the same classification algorithms in different DM programs.
Saba Abdul W. Saddam et al. [26] propose a secure framework for mining cloud data in a privacy-preserving
manner. A secure KNN classifier is used. Mohammed Z. Al-Faiz et al. [27] work to achieve different motions
of the prosthetic arm by better classification with multiple factors using K nearest neighbor.

3. Proposed Method

Due to the presence of comprehensive data that contains a lot of information in ECR, the departments
need to facilitate their work and then serve the citizens. The researchers propose to create e-government from
three government departments (Military, Social Welfare, and Statistics-Planning) by applying five ML
algorithms (SVM, DT, KNN, RF, and NB). The proposal consists of the following phases.

3.1. Data Collection Phase

The database was created with a structure similar the real data of the national identity data ECR in a
large percentage with some simple changes to certain fields that do not have a significant impact on the nature
of the data in order to get out of its secrecy and at the same time to be in conformity with what is required in
our research. due to the fact that the real data was not obtained for its confidentiality and the privacy of
citizens' information. The collected data consists of 10,000 records, as shown in Fig 1, each record with
content for (46) attributes. It contains important citizens' data such as ID number, gender, name, family,
mother's name, date of birth, health status, number of children, country of residence...etc. They were entered
manually by Microsoft Excel with a missing percentage of 20.6%.

Birth Card Card
e fourt! ¥ ther” s
D number gender first Ny name 1091 family Mother's  Momher's MOENErs . honalism  certificate Nationality Living
name name name name father grandfather
No No No
0 200564870061 Male Rashea Failh Munhammad Zahe  AkHan retay all mortads Kuraish 124501 Teda484 24404
1 198150372488 Male Abbas N Adsm  Ghale 1:) raan BT e Yersis 435624 800971 €297
2 204719784085) Male  Jsigem Tawhig Maszan  Suher Al-A) Bma | slhar 18 43 49611
3 198044925325  Male  Jami {ammaud Altla  Knwa . hiar o i Kurdish 352265 342 441
Maih
4 195063896422 Male  Star  Jadbb & ! U 8 ahim 1t Kurgish 207162 16707 81409
9994 1965427654483 femaie anaxghas b m o e aya kma! ofar ? 858274 853401 “
Bahad)
9995 199473020654 fsmals nad ad Al [ me hadl at Yar 5420 127 1340
9996 200810754260 fermale ouha atat! emad ahsin rugs  abdalstf saf Arate 4307 47324 520
9997 153020959752 female s eihab nabal 8 luds had soot 31945 812646 2185)
9998 200557048552 femsie af) odathusain monada ’ Zanib aboal ahi 318078 856774 ]

Ows x 46 Columns

Fig. 1. Database of ECR.

3.2. Data Pre-Processing Phase

In this phase, the inconsistent, incomplete, and missing data are processed such as deleting the duplicate
records that contain missing data by DM tools to get more accurate data. This accurate data helps in creating
an accurate database and gives good results when training ML algorithms on it. After this step, data
containing 500 records and 46 attributes were obtained with a missing rate of 1.4 percent, as shown in Fig.2.
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iD_number gender first_name second_name third_name fourth_name famaly Mother's_name Mother's_father mother's_grandiather ..
0. 201679524052 mak Haider Rashid Badan Hassan Al-Faidn om alban alkanim eihab
1 193150894108 ? Amer Najm Abcuiah  Mohammed Al hing had nyac

2 201789713024 maie A Nasser Musa  Muhammad E«o.mr_.;; hnad abdalsbes glar
3 1980599856589 ? Najat Nima Saleh Aboud Al than zbai hadi
4 201775043308 malke MNasser Gary Obsid as Eid i raid abdaiabes
494 200247470037 mae Jassim Hassan Muhammad Ghaled AlAfalia ahiam abca anmaid
495 200172148932 mals Jassim Hassoun L% Saadeun AbMayi retag Pesiain raocef
496 195695342195 male Jassim Salem Sender of Shakban nanis alkanm abdaiabas
497 200791571522 mais Jassim Shernida fassim  Mohammed P,'o‘sarrr;; fudz abdalabes gmal
498 197458335251 ? Jassim Sharif Abcud Hassan Albusanat rwan htsb =it

453 rows x 48 columns

Fig. 2. Data Warehouse of ECR.

Perform normalizing, which boosts the time processing of ML algorithms. The researchers achieve the
targets of this process by increasing the processing time of the proposed model. Therefore, this part enhances
the data set, which becomes more ready to use in the later parts [28], as shown in Fig.3.

_name Mother's_father mother's_grandfather .. Living_govermorate Living_country Passport_No Telephone No male heaithdy death free_work Living waq

alonin akanm =hab Kuvat Kuwait  AS0082035 7205517215 1 1 1 i) 0
nnd had riyad Maysan rag  AT1£35003 TE0RA71725 J 1 1 2 1
nnad: shdaatas giar Basrah ra] A3DN07795  TEO3577075 1 1 1 1 1
fhan zoal had Stockhoim Sweden  AGZ2779580  TEOM093325 0 0 0 1 0
mi rzd andaishes Babylon Tag  ATE733232 7209955500 1 1 1 1 1
aniam abdal ahmad Baghdad rag  A34183742  TE05505023 1 0 1 1 1
retag husiain racof Karbaz raq  ASS728022 TEN5182510 1 0 1 1 1
nans akanm abdalabes D Qar rag  A3ZTI5318 7302312565 1 1 1 1 1
fudz ahdaztes gmal D Qar 13  A43831606 7305295245 1 1 1 1 1
wan hish fake Basrah rag AS51431645 TE04525292 0 1 0 0 1

Fig. 3. Normalizing.

In addition, it is important to extract significant features for each government department. In this step, it
is an essential part to build a rating model. These features are extracted based on the needs of each
government department. Moreover, these features differ from each other, for example, health status is one of
the features used by the military to classify the soldier, whether he is armed or unarmed, while the state of
health is not a feature of social welfare. The current phase works to correct and reduce the size and dimensions
of the data so that increasing the performance of the classifier[6].

3.3. Train-Test Splitting and Classification Phase

This is the basic phase of the proposed system where data is divided and a classification model is built.
The data is divided into two groups for training and testing, with 70% training data and 30% test data. It is a
significant step that plays an influential role in preparing the data for classification. This division is so
important in training ML algorithms to reduce errors and increase accuracy, as shown in Fig. 4.
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Irain A“D.m

Test Split
Method

Training dataset-70%

Fig. 4. Train-Test Splitting.

The goal of the present paper is to build a model to classify and predict the needs of three government
departments (Military, Social Welfare, and Statistics-Planning) The proposed system works on two sides
(online and offline) and is based on five ML algorithms: SVM, DT, KNN, RF, and NB. After the train-test
splitting stage, the data set is ready for the later stage. The department's feature set is entered into ML
algorithms in an offline way, then the algorithm with the highest accuracy is selected and determined to work
online in the future for this government department, as shown in Fig. 5.

Offline (learning) train:ng
se
“create target Machine
osaetta m g attribute Learning
testing g
set 4
o
z
=
model
Algorithm with highest accuracy
Online (prediction) l
New Feature Target
Data ‘Extraction

Fig. 5. Classification Model.

4. Results and Discussions

Experimental results were determined to explain the benefit and performance of the work. According to
the fast-paced, and evolving lifestyle in recent years, the need to use e-government is increasing. Our work
focuses on two parts: the first explains the role and usefulness of machine learning algorithms in the proposed
system and reflects the e-government system in the second part. The proposed e-government system is
characterized by data processing on the offline side, to maintain the confidentiality and privacy of data. And
share the information obtained with the three government departments (military, social welfare, and statistical
planning) on the online side. The proposed system was built using the programming language Python and
using the Orange Data Mining program to compare the results between the five algorithms SVM, DT, KNN,
RF, and NB. The proposed system runs on a hp computer with an Intel(R) Core (TM) i5-2410M CPU @
2.30GHz (4 CPUs), ~2.3GHz, 8 GB RAM, and a Windows 64-bit operating system. the proposed system
shows the following results.
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4.1. Military
The SVM algorithm shows higher accuracy (100%) compared to other algorithms in the government
Military department, as shown in the figures. Where Fig. 6 shows a comparison between the algorithms and

Fig. 7 shows the targets confusion matrix for the military and Fig. 8 shows the distribution of the targets for
the military.

Mt;ael AUC CA F1 Precision Recall

kNN 0.999 0.995 0.995 0.995 0,995
Tree 0976 0.957 0.960 0.967 0.957
SVM 1.000 1.000 1.000 1.000 1.000

Random Forest 1.000 0.897 0.997 0.297 0.997
Naive Bayes 1.000 0.892 0.993 0.994 0.992

Fig. 6. Evaluation Results.

Predicted
armed soldier not a soldier unarmed soldier b3
Actual armed soldier 100.0 % 0.0 % 00% 105
not a soldier 0.0% 100.0 % 00% 630
unarmed soldier 0.0% 0.0 % 1000% 15
»E 105 630 15 750

Fig. 7. Confusion Matrix of SVM.

— - arrreed soldser
- not a soldiar
C unarmmed soldier
o.s
0.6
o.-
o.2
° -

r\ot-‘ola-.' rsarrmed Solcher

Fig. 8. Distribution of SVM.
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4.2. Social Welfare

The random forest algorithm shows higher accuracy (99%) compared to other algorithms in the
government Social welfare department, as shown in the figures. Where Fig. 9 shows a comparison between
the algorithms and Fig. 10 shows the targets confusion matrix for social welfare and Fig. 11 shows the
distribution of the targets for social welfare.

Model AUC CA F1 Precision Recall

kNN 0999 0975 0.976 0.978 0.975
Tree 0.951 0.887 0.833 0.786 0.887
SVM 1.000 0.967 0.959 0.954 0.967

Random Forest 1.000 0.993 0.993 0.994 0.993
Naive Bayes 0.997 0933 0944 0.964 0.933

Fig. 9. Evaluation Results.

Predicted
Social insurance 1 Social insurance 2 Socialinsurance 3 Social insurance 4 Social insurance 5 not Social insurance  §
Adual  Social insurance_1 800% 200% 00% 00% 00% 0% 5
Social insurance_2 00% 1000% 00% 00% 00% 0% 10
Social insurance 3 00% 00% 1000 % 00% 00% 0% 2
Social insurance_4 00% 00% 00% 1000% 00% 00% 2
Social insurance_5 00% 00% 00% 00% 100.0% 00% X
not Social insurance 00% 00% 00% 00% 06% 4% 655
1 4 1 0 A k1) 61 75

Fig. 10. Confusion Matrix of Random Forest.

‘' .
a8}
arl
as
sl
as)
an
ar
o
o .

Social insurance_1 Social insurance_2 Sccialinsurance_3  Social insurance_4 Sccialinsurance 5 not Sccial insurance

Fig. 11. Distribution of Random Forest.
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4.3. Statistics_ planning

The SVM algorithm shows higher accuracy (100%) compared to other algorithms in the government
Statistics_ planning department, as shown in the figures. Where Fig. 12 shows a comparison between the
algorithms and Fig. 13 shows the targets confusion matrix for Statistics_ planning and Fig. 14 shows the
distribution of the target for statistics_ planning.

Model AUC CA F1 Precision Recall

kNN 0.984 0975 0.974 0.977 0.975

Tree 0958 0.735 0.673 0.692 0.735

SVM 1.000 1.000 1.000 1.000 1.000

Random Forest 1.000 0.996 0.996 0.996 0.996

Naive Bayes 1.000 0977 0.977 0.980 0.977

Fig. 12. Evaluation Results.
Prodicted

baby boy  baby girl man no oldman old woman teenage boy teenage girl woman young man young woman T
Actul bobyboy 1000% 00% 00% 00% 00% 00% 00% 00% 00% 00% 00% 50
baby girt 00% 1000% 00% 00% 00% 00% 00% 00% 00% 00% 00% M
man  00% 00% 1000% 00% 00% 00% 00% 00% 00% 00% 00% 55
no 00% 00% 00% 1000% 00% 00% 00% 00% 00% 00% 00% 90
odman  00% 00% 00% 00% 1000% 00% 00% 00% 00% 0.0% 00% 60
oidwoman 00% 00% 00% 00% 00% 1000% 00% 00% 00% 00% 00% 60
teenageboy  00%  00% 00% 00% 00% 00% 1000 % 00% 00% 00% 00% 40
teenagegini  00% 00% 00% 00% 00% 00% 00% 1000% 00% 00% 00% 20
woman 00% 00% O00% 00% 00% 00% 00% 00% 1000% 00% 00% 40
yongman 00% 00% 00% 00% 00% 00% 00% 00% 00% 1000% 00% 185
youngwoman 00% 00% 00% 00% 00% 00% 00% 00% 00% 00% 1000% 120
I 5 30 55 %0 60 60 40 20 40 185 120 750

Fig. 13. Confusion Matrix of SVM.
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Babyboy SBabygi

L

.
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-

»

young man  young woman
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Fig. 14. Distribution of SVM.

5. Conclusion and Future Works

Data mining is the process of discovering hidden knowledge in the data. [29] Including ECR data.
Classification is the DM technique that allocates a category label to a set of unclassified data. The main
objective of this paper is to create an e-government project by sharing ECR data with a selected group of
state departments (online) way after predicting the categories and needs of these state departments in the
(offline) way using a set of Machine learning algorithms and choosing the most accurate algorithm for later
online use. We used multiple algorithms to expand the scope of comparison in order to choose the best among
them and also for the diversity of results due to the diversity of data that we adopted in our research. In the
other hand, several algorithms examined to determine the algorithm which give the more accurately
prediction, especially that the effort in the diversity of algorithms was for choosing the best among them to
depends in the future work. Furthermore, it is important to mention that the work should be performed online,
and offline at the same time to maintain the confidentiality and privacy of such data and create an integrated
e-government project that includes all the joints and ministries of the Iragi state.
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