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(FCM) and Gaussian Mixture Model (GMM),
which are considered the most prominent
clustering techniques and aims to compare them in
terms of the time taken by each algorithm to cluster
the data and the energy consumed. Experiments
were conducted in four different scenarios. The
experiments concluded that GMM showed
variation in energy consumption when the number
of clusters gradually increased, while FCM
showed clear stability in most cases. In terms of

time, GMM was generally faster with fluctuations
in performance, while FCM's performance was
stable but relatively slower. Ultimately, each
algorithm is used in a specific environment. GMM
is fast with fluctuations in performance, which is
useful in applications that require speed in
performance, unlike FCM, which is relatively
stable but slower, which is useful in applications
that require accuracy in results at the expense of
time.

50.2.19

1. Introduction

The network usually consists of nodes, which are represented here by data. This data has different
and varying degrees of similarity and difference between them, while statistical mathematical
techniques assume the homogeneity of this data, which contradicts reality in the real world. Therefore,
clustering is resorted to solve this problem.[1], Clustering is an unsupervised technique that works to
discover the hidden structures of data sets, organizing data into several subgroups with a high degree
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of similarity between members of one group and a low degree of similarity with the remaining groups
is the primary goal of clustering. It is also utilized in other applications, including mining.
Applications include document clustering, pattern detection, data mining, video surveillance, image
segmentation, and more. [2]

This paper is divided into several paragraphs, which are represented by the challenges facing
clustering algorithms in paragraph 2, then it addresses the types of clustering algorithms in paragraph
3, paragraph 4 talks about the related studies, and paragraph 5 explains the paper’s methodology, the
four scenarios, and the parameters used in each scenario. After that, the results are discussed in
paragraph 6, and the paper ends with a conclusion.

2. Challenges

Many difficulties encountered in clustering algorithms directly impact the algorithm's
effectiveness and performance. The main challenges facing clustering algorithms are determining the
number of clusters, noise, knowing degrees of membership, and dealing with huge amounts of data.

[3][4].

3. Classification of clustering algorithms

Clustering algorithms are divided based on how points are allocated to groups into hard clustering
and soft clustering as shown in Figure 1 [5][6].

Hard Clustering

Model Algorithms

Soft Clustering

Fuzzy Algorithms

il

Fig. 1. Classification of clustering algorithms.[5][6].

Hard clustering ensures that each data point belongs to one group exclusively. The main goal
behind this is to facilitate and simplify the process of analyzing data and creating distinct groups,
which leads to a faster response. Unlike the other type, here the algorithms allow points to belong to
more than one group with different degrees of membership, this flexibility helps her discover complex
patterns and relationships, in this paper, we will discuss soft clustering only [7]. Soft clustering
algorithms are mainly divided into two categories model algorithms and Fuzzy algorithms [6].

A. Model Algorithms

One of the most prominent examples of Model algorithms is: the Gaussian Mixture Model (GMM)
The mechanism of operation of this algorithm assumes that the data is a mixture of Gaussian
distributions, as it works to estimate the initial parameters before using the Expectation-Maximization
algorithm to reach the optimal parameters for these distributions (clusters), Step of expectation (E-
step): Here, conditional probabilities are calculated based on the data available for each point
belonging to each distribution (cluster), Step of maximization (M-step): In this stage, the process of
changing the parameters of the distributions takes place to achieve an improvement in the probability
of the data provided, until the process stops after reaching a certain improvement in the probability
of the data or fulfilling the stopping condition, and these steps are repeated. [8]
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Fig. 2. Flowchart of GMM algorithm [9].

Below is an explanation of the stages of applying the algorithm :

e First, the process of entering the set of samples is carried out, in addition to determining the
number of Gaussian distributions

e The process of preparing Gaussian mixture model (GMM) parameters, which are means,
covariance matrices, and mixing coefficient.

e At this stage, the dimensional probability of each component is calculated. This process is
called the Expectation step (E-step), as shown in the following equation

_ ﬂlN(anﬂllzl)
vi(2Zn) = o1 TN (Znl i 20) »

vi(Z,): The dimensional probability of the component i at the point Z,,

m;: The mixing coefficient of the component i

N (z,|u;, 2;): Itis the Gaussian distribution of the point Z,, with the broker y; and the

covariance matrix X;

K : The number of components

e Here, the process of calculating all new vectors, covariance matrices, and mixing
coefficients takes place based on the dimensional probabilities that were calculated in the
previous point. This process is known as the maximization step (M-step), as in the following
equation :

Updating the means:
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Updating the covariance matrices:

N vi(Z) Zn— i) (Zn— )T
Xi = N vi(Zn) )

Updating the mixing coefficients:
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T
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e At this stage, whether the algorithm has reached the required iteration is verified. If the
condition is not met, the process from stage No. 3 is repeated. If the condition is met, it
moves to the final stage, which is updating the model parameters to the final values [10].

B.Fuzzy Algorithms

A famous example of this type of algorithm is the Fuzzy C-Means (FCM) clustering algorithm.
It works in analyzing data and dividing it into groups based on the similarity in this data. Due to its
efficiency and simplicity, this algorithm initially works to know the number of groups and their
primary centers, as the mechanism of this algorithm consists of two stages:

The first stage: is calculating the membership degree for each point in each group based on the
distance to the group centers.

The second stage: The process of updating the positions begins based on the weighted average
of points, considering membership grades.

The previous two processes are repeated until the stopping condition is met or the positions are

settled. [11]
=N

Li

- Number of clusters
Set minimum error value K

Fig. 3. Flowchart of FCM algorithm [12].
Below is an explanation of the stages of the FCM algorithm:

e At first, the data is processed

e The process of determining the optimal number of clusters is carried out

e At this stage, the minimum error is determined by considering the constraint value at which
the loop ends

e Here is the membership matrix U = {u;;} is randomly set as the elements of the initial
membership matrix

e The group centers are calculated as in the following equation:

i (i) X i
P TS —— 5
VkI = TS o™ ®)

vy;- Cluster center for a cluster k in dimension j

WU;x: Membership of object i in cluster k
X;j: The original value of the object i in dimension j
m: Fuzziness coefficient
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e Here the equation below is used to calculate the value of the objective function to obtain
the error value:

FO = 3 3o ([XTh (Xij — Vi) 2] @Wi)™) (6)

FO: Value of the objective function used to get the error value
n: Number of objects

c: Number of clusters

m: Number of dimensions

w: Membership weight

e The process of change occurring in the membership matrix is calculated as in the following
equation:

-1
71 Xijv, )2 Iw=1

Hik = : -1 (7)
[2;:1(Xij—ij)2]m_1

e In the last stage, it is considered whether the required condition is met, which is obtaining
the lowest error value. If (yes) the process ends, and if (no) the process is repeated from
point No. (5). [13]

4. Related studies

The studies are divided into two parts, the first section is concerned with the GMM algorithm,
and the other section with the FCM algorithm. These studies address a variety of input parameters
for both algorithms. The most important of these parameters that were addressed are the shape of the
data distribution (the form of the distribution used), the type of data (whether it is clean data or
contains Noise), data size (if it is small or large), duplicates, number of clusters.

In this paper, a new proposal is presented to identify flight phases using unattended flight data
that rely on clustering using the GMM algorithm by Datong Liu et al. The results show the
effectiveness of the new proposal in improving the performance of state estimation in data containing
non-Gaussian noise (2020).[14]

The paper reviews a comparative study between the performance of both the FCM and k-means
algorithms in light of the increase in the number of clusters and the resulting impact on the clustering
process. Researchers Kaile Zhou et al concluded that the FCM algorithm proved effective in
achieving balance compared to k-means, and the results also showed that FCM needs fewer iterations
to reach convergence (2020). [15]

In this paper, Hadi Asheri et al presented a new algorithm entitled Fast Newton-MinRes
Expectation-Maximization (FNMR-EM) to improve the clustering performance in the GMM
algorithm. The results showed the superiority of the new proposal in reducing the time it takes to
reach convergence, in addition to improving the clustering accuracy (2021). [16]

Mesmin J Mbyamm Kiki et al presented a model called MapReduce for application to the FCM
fuzzy clustering algorithm to improve the clustering process. It was concluded that the proposed
model effectively improves the performance of the FCM algorithm as it does not require a high
number of iterations to reach convergence compared to traditional algorithms (2021). [17]

In this paper, a new proposal is discussed to improve model order selection for nonlinear systems
using the genetic algorithm (GA), the Gaussian mixture model (GMM), and the expectation-
maximization (EM) algorithm. Researchers Xiaoyi Huang et al concluded through experiments that
the proposal reduces the effect of noise and also improves the accuracy of the model (2022). [18]

This paper shows the Fuzzy Clustering algorithm (FCM) and the methods used to treat noise in
image classification. The results showed that researchers Shilpa Suman et al concluded that the
proposed algorithm proved effective in reducing noise (2022). [19]

Jie You et al presented a proposal to improve the Expectation-Maximization algorithm (EM) used
in the Gaussian Mixture Model (GMM). The results showed that the new proposal achieved better
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performance compared to traditional algorithms, especially in terms of overlaps and high dimensions
(2023). [20]

In this paper, researcher R.J. Kuo et al proposed a new algorithm that combines the fuzzy
probabilistic algorithm (PFCM), density-based clustering (DPC), and genetic algorithm (GA) to
improve the performance of the FCM algorithm. Experiments showed that the proposed model
achieves higher accuracy in clustering compared to other algorithms (2023). [21]

In this paper, the Gaussian mixture model (GMM) is used to determine the oil leakage resulting
from the X-Press peral ship disaster that occurred in the Indian Ocean. The researcher, Duminda R.et
al, concluded through experiments that using the GMM algorithm gives high accuracy in determining
the location that contains oil leakage it also reduces iterations to achieve convergence (2024). [22]

In this research paper, Bin Yu et al presented a proposal entitled Raw Fuzzy Clustering that
improves the performance of the Fuzzy Clustering (FCM) algorithm. The proposed algorithm aims
to improve FCM by incorporating raw fuzzy information during the clustering process. Experiments
have shown that the proposed algorithm outperforms the traditional algorithm by achieving better
data collection and also reducing the time of iterations required to reach convergence (2024). [23]

5. Methodology

This section outlines the methodology employed to evaluate and contrast the clustering methods
of the Gaussian Mixture Model (GMM) and Fuzzy C-Means (FCM) in four Scenarios. The input
parameters of each scenario are distinct and comprise the data distribution shape, number of clusters,
data size, data type, and number of iterations, MATLAB 2020b was used for the trials, and the time
and energy consumption of the algorithms were used to assess their performance.

5.1. Experimental Scenarios

Four different scenarios were used in this study to assess how well FCM and GMM performed.
The following provides specifics about each scenario's input parameters:

5.1.1. Scenario 1: Gaussian Data Distribution

The following table shows the input units used in the first scenario

Table 1. Scenario 1 input units

Scenario 1 Parameters
Data Distribution Shape  Gaussian (Normal Distribution)

Number of Clusters 2-5
Data Size 1000 points per cluster
Data Type Clean, noise-free data
Iterations 100 - 1000

In the first scenario, data points were generated using a Gaussian distribution (normal
distribution). The performance of FCM and GMM was evaluated using the above input units while
varying the number of sets and iterations.

5.1.2. Scenario 2: Logistic Data Distribution

Table 2. Scenario 2 input units

Scenario 2 Parameters

Data Distribution Shape Logistic (Non-uniform
Distribution)
Number of Clusters 2-5
Data Size 1000 points per cluster
Data Type Clean, noise-free data
Iterations 100 - 1000
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In the second scenario, data points were generated irregularly using logistic distribution. As in
the first scenario, with the rest of the inputs remaining the same, the two algorithms are evaluated in
different conditions in terms of the shape of the data distribution.

5.1.3. Scenario 3: Data contains noise

Table 3. Scenario 3 input units

Scenario 3 Parameters

Data Distribution Shape Logistic (Non-uniform
Distribution)
Number of Clusters 2-5
Data Size 1000 points per cluster
Data Type Data contains noise
Iterations 100 - 1000

In the third scenario, noise was added to the data to test the performance of the two algorithms,
since real life is not ideal, that is, it does not contain ideal data free of noise, while keeping the rest
of the inputs as in the second scenario.

5.1.4. Scenario 4: Large data volume

Table 4. Scenario 4 input units

Scenario 4 Parameters

Data Distribution Shape Logistic (Non-uniform
Distribution)
Number of Clusters 2-5
Data Size 10,000 points per cluster
Data Type Data contains noise
Iterations 100 - 1000

In the fourth and final scenario, the data size used in the FCM and GMM algorithms was changed
from 1,000 points per cluster to 10,000 points per cluster, so that both algorithms were evaluated in
different conditions in terms of data size (1,000 points are considered a small number of points)
(10,000 points are considered relatively large).

5.2. Tools and Algorithms

The FCM and GMM algorithms were implemented using MATLAB 2020b. These algorithms
were chosen based on their widespread applications and their strength in data collection.

Fuzzy C-Means (FCM): This algorithm is composed of the following parameters.
o Number of clusters: 2-5 (fixed across all experiments)
e Maximum number of iterations: 100-1000 (fixed across all experiments)

e Convergence threshold: (1e-5)
e Fuzziness parameter (m): (2.0)

Gaussian Mixture Model (GMM): This algorithm is composed of the following parameters.
o Number of clusters: 2-5 (fixed across all experiments)
e Maximum number of iterations: 100-1000 (fixed across all experiments)
e Covariance type: 'full’

e Convergence threshold: (le-5)
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6. Results and Discussion

6.1. Scenario 1: Gaussian Data Distribution

In Scenario 1, when the model is implemented according to the design specifications we
mentioned earlier, results are recorded for both algorithms. According to the input data sets, Figure
(1,2) shows both the energy consumed and the time each algorithm takes to cluster data.
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Fig. 2. The result of the Time consumed in Scenario 1 when the clusters are (2 —5)

We conclude that in terms of energy consumption, the FCM algorithm showed great stability
across different clusters, in contrast to the GMM algorithm, which showed us variation in energy
consumption, which indicates instability in the algorithm’s performance, In general, the increase in
the number of clusters leads to an improvement in the accuracy of clustering in the two algorithms,
and the rise in the number of iterations leads to an improvement in the quality of clustering, which
helps the two algorithms reach the best state of convergence, but from experiments, we see a
deterioration in the condition of the GMM algorithm when the number of clusters is increased, and
this is due to For several reasons, the most important of which is when the number of clusters is
increased excessively, this leads to excessive clustering, and this condition is called (overfitting),
which causes the algorithm to pick up noise instead of the real data. Also, an excessive increase in
iterations leads to improvements in the beginning. Still, These improvements soon become
unnoticeable compared to the time it takes, which leads the model to a state of fluctuation and
instability.

6.2. Scenario 2: Logistic Data Distribution

In this scenario, we will use the same inputs that were used in the first scenario, except for the
shape of the data distribution in the clusters. Here we will replace the normal data (Gaussian
distribution) with irregular data such as the logistic distribution, and we will perform the same
previous tests on it by gradually increasing both the number of clusters and the number of iterations.
We evaluate both algorithms. Figure (3,4) shows the performance of the FCM and GMM algorithms.
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Fig. 4. The result of the Time consumed in Scenario 2 when the clusters are (2 — 5)

Itis clear from the results above that when the number of clusters increases, the consumed energy
shows stability in FCM, which indicates that this algorithm can deal with large clusters, unlike GMM,
which shows us that it faces difficulty in dealing with the increase in the number of clusters, especially
when the data is irregular, while from the time side, FCM increases in time with the increase in the
number of clusters, while GMM shows a large variation in time, which indicates that this algorithm
is less efficient when the number of clusters increases. On the other hand, when the iterations increase,
the energy in FCM when the iterations increase remains relatively limited, which indicates that the
algorithm can deal with high iterations, while GMM shows a large variation, which is interpreted as
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it faces difficulty in reaching stability with the increase in iterations. Also, regarding time, FCM
shows a limited increase, while GMM shows a large variation with the increase in iterations. The
reason for the deterioration of the GMM algorithm when the number of clusters increases is that it
faces difficulty in estimating the parameters, especially when the number of large clusters.

6.3. Scenario 3: Data contains noise

In the third scenario, all inputs were used as in the previous scenario, but here a data type
containing noise was used instead of clean data. Figure (5,6) shows the performance of the algorithms.
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The energy consumption in the GMM algorithm has a large and noticeable fluctuation, which in
turn leads to this algorithm being sensitive to change like the data distribution (non-Gaussian data
containing noise), unlike the FCM algorithm, which appears to be relatively more stable in energy
consumption through the change in the number of clusters and the nature of the data distribution, In
terms of time taken, the FCM algorithm shows stability, while GMM outperforms in terms of time
with the increase in the number of clusters, especially with the increase in the number of iterations.

6.4. Scenario 4: Large data volume

In the last test, the previous inputs were used, except for the data size used. The previous data
size (1000 data points per cluster, but now it has become 10,000 data points per cluster) was used.
After the tests, the following results were achieved:

| & Figure 2 n x

Fle Edit View Insert Tools Deskiop Window Help
Dode @ 08 kE

Energy Consumption for FCM and GMM Algorithms
| with 2 Clusters (Non-Gaussian with Noise)

| —@—rcu
& |—@—aum
80 3.44%
701

o)

geor

§ 50 49.48%

£ e

o
40 |
30
20

1 2

Cluster

& Figure 2 a1
File Edit View Insert Tools Desktop Window Help
Ddde @08 E
Energy Consumption for FCM and GMM Algorithms
with 3 Clusters (N ian with Noise)

—&@—rcu
—&—cum

50

Percentage

20

1 2 3
Cluster

234



Soft Clustering Techniques: An In-Depth...

& Figure 2 =

x
File Edit View Insert Tools Desklop Window Help File Edit View Insert Tools Desktop Window Help »
Dgde @ 08 kE Ocde @ 0OEHRE

Energy Consumption for FCM and GMM Algerithms Energy Consumption for FCM and GMM Algorithms
with 4 Clusters (Non-Gaussian with Noise) with 5 Clusters (Non-Gaussian with Noise)
T T 407 T T
—&—rcu
——cum
40

o @

g. 30 g

= =

3 g2

g D

o o

20
10r
L
5 2 3 4 1 2 3 4 5
Cluster Cluster
Fig. 7. The result of the Energy consumed in Scenario 2 when the clusters are (2 —5)
& Figure 1 a & Figure 1 - L w
File Edit View Insert Tools Desktop Window Help File Edit View Insert Tools Desktop Window Help ~
EERIEE D Dcde 3 0E-E
Time Elapsed for FCM and GMM Algorithms Time Elapsed for FCM and GMM Algorithms
o with 2 Clusters (Non-G: ian with Noise) 4 with 3 Clusters (Non-Gaussian with Noise)
—@—rFcm —8—rcu
058 —@—ciM | - —@—cum
05+
0.45

g z

5 g2

o

ﬁ 035 g’

o )

E 031 =2

= =

025+
02-
0.15 -
0.1 - - 0.5 s s L
100 200 300 400 500 600 70O 800 900 1000 100 200 300 400 500 600 700 BOD 900 1000
Number of lterations Number of lterations
4] Figure 1 O 4] Figure 1 - C ®

File Edit View Insert Tools Desktop Window Help

Dede @ 0EkE

Time Elapsed for FCM and GMM Algerithms

with 4 Clusters (Non-Gaussian with Noise)
—&@—rcm
—&— GMM

Time (seconds)

2 L L .
100 200 300 400 500 600 700 800 ano 1000
Number of Iterations

J. Basrah Res. (Sci.) 50(2), 223 (2024).

4 Figure 2 ]

File Edit View Insert Tools Desktop Window Help

Deds|20B RE

Time Elapsed for FCM and GMM Algorithms

with 5 Clusters (N with Noise)
T T T

—@—rFcm
40 —@—cmm

45

Time (seconds)

Q
100 200 300 400 500 600 700 800 900 1000
Number of Iterations

¥

Fig. 8. The result of the Time consumed in Scenario 2 when the clusters are (2 — 5)

GMM showed a large variation in the energy consumed, but compared to the previous scenario
it is considered relatively less severe, while the FCM algorithm showed relative stability with some
minor changes, On the other hand, in terms of the time taken for each algorithm, GMM tends to show
a large variation in performance, but it is noticeably faster in some periods compared to FCM, but it
slows down significantly in other cases, while the FCM algorithm tends to show more stability, but
in general it is relatively slower because it takes longer to execute compared to GMM.
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By explaining the results of the previous experiments above, we conclude, according to the

following Table:

Table 5. Summary of experiments

Algorithm

Advantages

Disadvantages

FCM

GMM

The energy consumption is stable as the
number of clusters increases, indicating
that it can handle data complexity.

Ability to handle fuzzy and
unstructured data making it less
sensitive to assumptions about the
shape of the distribution. Therefore, it is
more flexible with non-Gaussian and
noisy data.

Stability in performance in terms of
time Although time may increase with
increasing number of clusters, the
increase is expected and predictable.

Flexible probabilistic framework GMM
provides a powerful probabilistic model
that can represent complex data as
Gaussian mixtures, enabling it to
characterize diverse cluster shapes.

Possibility ~ of  achieving  high
performance speed especially when
setting the number of clusters
moderately

GMM is well known in statistics and
provides a solid theoretical foundation,
making it easy to understand, develop
and improve.

Increased execution time despite
stable performance, execution
may take relatively longer,
especially with big data.

Need to fine-tune parameters
FCM  performance depends
heavily on the choice of
parameters and starting values,
which may require experience or
repeated experiments to arrive at
optimal settings.

Cost increases as data size and
number of clusters increase the
computational cost can become
high in large-scale scenarios.

High sensitivity to increasing the
number of clusters Increasing the
number of clusters too much
leads to “overfitting" and
capturing noise instead of the real
patterns, which causes
performance degradation.

Large fluctuation in energy
consumption GMM  showed
significant instability as clusters
or iterations increased, making its
results less predictable.

Difficulty in estimating
parameters accurately in complex
cases as the number of clusters
increases or the data becomes
irregular, estimating the medians,
variances, and weights for each
Gaussian cluster becomes
complex.

7. Conclusion

In this paper, an analytical study was conducted for both GMM and FCM algorithms and
their working principle. In this analysis, we compared the two algorithms to evaluate both
the Power consumption by each algorithm and the time it takes to perform the clustering
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process. The work was done in different scenarios depending on several main factors, which
are (the number of clusters, data distribution shape, data size, data type, and iterations). The
results showed that the GMM algorithm shows a large variation in energy consumption, as
it increases significantly and decreases in some cases when the number of clusters increases,
while FCM showed clear stability in most cases with slight changes on the other hand, as the
time taken for the GMM algorithm was generally faster, but the performance was fluctuating
at certain iterations. FCM showed relative stability in performance, but it was slower due to
other influential factors such as large bit size, data containing noise, or excessive iterations
that lead to overfitting. Therefore, the FCM algorithm is suitable for applications that require
stability in performance in terms of energy consumption, while GMM is suitable for
applications where speed is important. High is necessary to achieve gains is the main factor
with tolerance to the resulting fluctuations, so in general, the GMM gives speed in
performance but less stability on the counterpart in the FCM algorithm which gives stable
performance at the expense of speed as it is slower.
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